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ABSTRACT 

Natural Language Processing (NLP) is an application of artificial intelligence that focuses on understanding human 

language. Ambiguity analysis, one of the five segments of NLP, deals with context and identifying instances where a 

statement is not specific enough. Machine learning techniques can be applied to classify ambiguities, and with the 

availability of digital data, these techniques can be highly effective.  In this paper, a systematic review is presented to 

explore the ambiguities arise in NLP requirements. The paper is mainly focused on language ambiguities such as 

semantic, anaphoric, lexical and pragmatic and also highlighted their issues. Then paper presented a meta-analysis of 

recent contributions and approaches to detect and resolve such ambiguities. After analysis of several methods some 

of the most contributing methods to resolve ambiguities are such as controlled language, knowledge based, controlled 

natural languages, machine learning. Therefore, this paper concludes that hybridization of such techniques will work 

more efficiently.  
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INTRODUCTION 

The development of intelligent artificial agents has made crucial subfields of AI, such as machine learning and natural 

language processing, indispensable. Speech recognition, NLU, and NLG are just a few of the processes that NLP 

employs to produce a naturalistic answer. NLP has advanced significantly and is now recognized as the primary 

technology powering popular virtual assistants. Although NLP technology has advanced, users still frequently 

encounter ambiguity errors when retrieving answers [1]. Natural question language (NQL) processing, document 

preparation, and answer processing are the three main steps of the Question Answering (QA) system, which tries to 

address ambiguous mistakes in natural language processing. The process of detecting the right meaning of a word based 

on its usage, such as the word "bank," which can be used to refer to a building, a financial institution, or a river bank, 

is known as word sense disambiguation and is a crucial component of NLP.  Researchers have been studying word 

sense disambiguation for a long time in order to improve NLP technologies [2].The problem of absolute disambiguation 

in natural language processing is considered a challenging problem in strong AI [3]. Ambiguity arises in NLP when a 

sentence can be interpreted in more than one way. Predicate logic has been used to formalize meaning, but non-

declarative statements pose a challenge [4]. Semantic networks and frames have been developed to address this 

challenge, but context plays a significant role in interpreting meaning. Pragmatics, which studies how context affects 

meaning, is essential for understanding why an utterance is made, but it is not as well researched as syntax and semantics 

[5].  Therefore, this paper is dedicated to review existence of different ambiguities that arise in natural language 

processing. The paper presented a systematic review on different tools and techniques to resolve language ambiguity 

in NLP requirements. 

NATURAL LANGUAGE PROCESSING REQUIREMENTS AND RELEVANT AMBIGUITIES 

NLP is a branch of AI centered on creating models and algorithms that can analyze, comprehend, and produce human 

language. Due to the expansion of social media platforms, the growth of text data on the internet, and the development 

of deep learning techniques, NLP has become much more popular in recent years. NLP has several uses in a variety of 

industries, including chatbots, voice-based assistants, spam detection, sentiment evaluation, extraction of data, and 

question-answering systems [6]. The basic objective of NLP is to make it possible for machines to comprehend and 
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produce human language similarly to how humans do. This is a difficult undertaking because human language is 

confusing, complicated, and context-dependent by nature. For instance, the term "bank" can be used to describe both a 

financial organization and a riverbank. In order to correctly interpret a word's meaning, NLP algorithms must be able 

to understand the context in which it is used. Uncertainty is one of the biggest problems that NLP systems have to deal 

with. When a term or phrase might signify different things based on the context in which it is used, this is called 

ambiguity. As an illustration, the phrase "I saw her duck" can also mean "I observed her bird" or "I watched her lower 

her head." To address this issue, NLP systems employ a variety of strategies, including analysis of context, machine 

learning, and deep learning, to determine the text's intended meaning. NLP is a rapidly expanding field with many uses 

across several industries. Despite the difficulties created by the complexity and ambiguity of human language, the 

success of NLP systems rests on their capacity to effectively assess and convey the intended meaning of the text. Some 

of the requirements of NLP are presented below: 

• Machine Translation: a tool for translating text from one language to another, which can be challenging due to 

differences in syntax and structure. Google Translate uses statistical engines to translate words between 

languages, while recent systems are based on deep learning and neural networks [7]. 

• Text Categorization: a system for allocating information to predetermined categories or indexes, such as official 

papers, market data, or complaint requests. Spam filters are an example of text categorization tool, but they can 

suffer from false positives or negatives [8]. 

• Spam filtering: a method that uses ML and text categorization to separate spam emails from real communications 

[9]. 

• Finding important terms in textual data, such as people, places, events, dates, times, and prices, is a technique 

known as information extraction. This can be used to generate databases, summarize information, and classify 

text into predetermined categories [10]. 

• Summarization: a technique for condensing information while keeping its significance, which enables us to 

understand more in-depth emotional meanings and pertinent details for a large amount of information. It can be 

utilized as a marketing tool, for example, to examine the overall sentiment on social media [11]. 

• Dialogue System: a conversation system assistance tool that demands in-depth context awareness. Platforms like 

Google Assistant, Cortana for Windows, Siri for Apple, Alexa for Amazon, and many more that enable robots to 

converse with individuals using natural language have been developed as a result. 

• Medicine: NLP is used in the medical industry to detect potential side effects of any medication, summarize 

information of any signs or symptoms, drug dose, and response data, and assist clinicians in extracting and 

highlighting data items[12]. 

Natural Language Processing (NLP) faces processing challenges due to the ambiguities present in natural language. 

The ambiguities can arise due to various reasons, such as the use of synonyms, homonyms, polysemous words, and 

idioms. Ambiguity in the software development process can cause errors and inefficiencies. Ambiguity can arise due 

to missing information and communication errors. The passage categorizes ambiguity into two types of errors: 

language and requirement, as presented in fig 1. For example, grammatical errors are a type of error that does not 

require domain knowledge, while errors related to a lack of information require domain knowledge. The passage also 

describes two types of ambiguity: linguistic ambiguity, between requirement-specific software ambiguity, which 

needs domain knowledge to discover, and general software ambiguity, which may be identified by any user who is 

familiar with the language. Most ambiguity-related mistakes in software development are caused by faulty 

requirements. Linguistic errors are relatively rare. 
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Fig. 1. Types of Ambiguities in an NLP 

LANGUAGE AMBIGUITY IN NLP 

In the context of artificial intelligence, developing natural language processing (NLP) software that can comprehend 

and respond to human language with accuracy is a serious issue. The purpose of human language is multilayered and 

includes pragmatic, semantic, and syntactic levels. For NLP systems to deliver precise and useful responses, they must 

be able to comprehend and interpret various levels of meaning. Although language is a natural means of communication, 

computers require structured data to process information accurately. However, using natural language in software 

specifications has several advantages, such as enhanced stakeholder dialogue and understanding. Natural language can 

introduce ambiguities that may cause misunderstandings and errors while developing software. Ambiguity detection in 

natural language requirements (NLRs) aims to identify and eliminate such ambiguities to improve the quality and 

correctness of requirements. Lack of information, uneven language use, or unstated presumptions can all lead to 

ambiguities. It is difficult and requires understanding of the domain being created and the environment in which the 

requirements are stated to identify ambiguity in NLRs. Failure to detect and resolve ambiguity in NLRs can result in 

delays, expensive errors, and a system that fails to meet user requirements[7]. There are different types of language 

ambiguities that can occur in natural language processing (NLP). These include lexical ambiguity, which happens 

when a single word has several meanings, syntactic ambiguity, which develops when a statement's structure allows 

for multiple interpretations, semantic ambiguity, which happens when a word or phrase has several meanings, and 

others, anaphoric ambiguity, which occurs when ambiguity arises from the use of anaphora, and pragmatic ambiguity, 

which arises due to the context in which a statement is made and can have multiple interpretations. The process of 

ambiguity detection involves several steps (fig 2): first, potential ambiguities in the natural language requirements are 

identified, either through NLP tools or expert review. To resolve ambiguities in software development, the context of 

the ambiguous statements is analyzed, and the intended meaning is understood. Then, the requirements are clarified 

by adding information or rephrasing them. The resolved ambiguities are then validated to ensure they meet 

stakeholders' needs, either through user testing or formal review by experts. 
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Fig. 2. Steps to Detect the Ambiguities 

DETECTION TECHNIQUES FOR LANGUAGE AMBIGUITY IN NLP 

Ambiguity in Natural Language Processing (NLP) is one of the major difficulties that NLP systems must overcome. 

When a word or phrase can signify different things according to the context in which it is used, this is referred to as 

language ambiguity. Part-of-Speech (POS) tagging, that provides every single word in a sentence a distinct grammatical 

subject matter, is one of the frequently utilized detection approaches. By categorizing words according to their functions 

in a sentence and homonyms or polysemous words according to their part of speech, POS tagging helps to clarify the 

literal meaning of words. Word Sense Disambiguation (WSD), which entails determining the appropriate sense of a 

word in a given context, is a different approach for recognizing linguistic ambiguity. To determine a word's intended 

meaning, WSD algorithms examine the context whereby it is used, including the words that come before and after it. 

Another method for detecting and resolving ambiguity in language used in NLP is contextual ambiguity resolution. In 

order to clarify a word or phrase's meaning using this technique, the larger context in which it is used must be examined. 

Contextual Ambiguity Resolution combines statistical models and machine learning algorithms to deduce the intended 

meaning of a word or phrase while taking into consideration the entirety of the document or discussion. 

Yadav et al. [11] conduct a comprehensive review of various disambiguation tools and analyze existing research work. 

They note that some of these tools are still under development and may be capable of eliminating ambiguities in the 

future. Ferrari et al. [12][18] To identify pragmatic ambiguity in natural language needs, a proposed graph-based 

modeling technique utilizing a shortest-path search algorithm and a web-search engine was put forth.  Zait et al. [13] 

offer a method for ambiguity detection and settlement in conversational requirements utilizing semantic web and NLP 

approaches. Kato et al. [14] to detect unclear language in draft procurement requirements and to reach a maximum F 

value of 0.19, develop a knowledge dictionary. Ashfaq et al. [15] aim to capture stakeholder's requirements using 

SBVR-based CNL and prepare a semantically consistent SRS document. Osama et al. [16] With four filtering pipelines, 

we suggest an effective and flexible automatic syntactic ambiguity detection method that, on average, achieves 65% 

precision and 99% recall. Sharma et al. [17] consider the task of classifying ambiguous requirements statements with 

pronominal anaphora ambiguity and achieve a recall of 95% with a Bayesian network classification algorithm. Mishra 

et al. [19] apply word embeddings to detect domain-specific ambiguities in frequently used computer science words. 

Ferrari et al. [20] use SREE, a tool that searches for typically ambiguous terms, to detect defects in industrial 

requirements and show that it may complement pattern-based techniques.Manam et al. [21] introduce TaskLint, a 

system to detect problems with task instructions using NLP tools. Sütçü et al. [22] propose using sentiment analysis to 

analyze movie reviews on beyazperde.com. Ferrari et al. [23] present a method for using processing of natural languages 

to find ambiguous terms in various domains. Ceccato et al. [24] introduce a prototype tool for identifying and measuring 

ambiguity in natural language text. Sallis et al. [25] provide a selection of recently published papers on ambiguity in 

natural language. Yuwan et al. [26] discuss ambiguity in natural language comprehension and compare human-
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computer language grammar ambiguity. Dhopavkar et al. [27] Present their work on Marathi text syntactic annotation 

using a rule-based method, and talk about how a morphological analyzer might be used to detect gender during syntactic 

analysis. Shrestha et al. [28] investigate the impact of NLP resources like morphology analyzer and machine-readable 

dictionary in ambiguity resolution. Ezzini, et al.[29]  addressed the ambiguity detection and anaphora interpretation to 

solve the anaphoric type language ambiguity. Their method had an average success rate of 98% for anaphora 

interpretation and an average precision of 60% and recall of 100% for anaphoric ambiguity detection. However, 

SpanBERT was found to be the most accurate solution for anaphora interpretation. Ezzini et al.[30] developed an 

automated method for handling requirements ambiguity that makes advantage of natural language processing. Our 

method produces automatic interpretations with an average accuracy of 85%. Our method, which makes use of domain-

specific corpora, has 33% better ambiguity detection accuracy and 16% better interpretation accuracy when compared 

to foundations that use generic corpora. Sun et al. [31] introduce a new method of ambiguity discovery, while Hou et 

al. [32] a new unsupervised approach for Chinese WSD should be proposed. Roopa et al. [33] describe a supervised 

neural network model for sense detection, and Kaddoura et al. [34] present a survey of research works on Arabic word 

sense disambiguation.Saxena et al. [35] assemble SMT systems for five translation jobs that demonstrate gains over the 

baseline model in terms of the evaluation metrics BLEU and METEOR. Below table 1 presents the summary of 

applications used to handle ambiguities in NLP requirements. Below in fig 4, summery of the presented works are 

represented graphically and it was observed that controlled natural language outperforms the best. 

TABLE I.  PERFORMANCE EVALUATION OF TECHNIQUES TO MITIGATE AMBIGUITIES IN NLP REQUIREMENTS 

Ref Methodology Technologies Ambiguity Results 

[11] “Managed Language” “POS Tagging” “Lexical” 
“Recall 80.12% and 

Precision 85.76%” 

[11] 
“Ontology-based 

knowledge” 
“Stanford” “Lexical” 

“Recall 92.85% 

Precision 

92.85%” 

[11] 
“Knowledge based & 

Ontology” 
“WordNet” “Lexical” “Precision 83.4%” 

[12] ML WordNet Lexical - 

[13] ML Stanford Semantic - 

[14] 
Knowledge 

Dictionary 
- Pragmatic Recall 99% 

[15] 
Controlled Natural 

Languages 
SBVR vocabulary Semantic 

Recall 97% precision 

96% 

[16] Filtering pipelines Stanford Syntactic 
Recall 99% precision 

65% 

[17] Bayesian network - 
Pronominal 

Anaphora 
Recall 95% 

[18] 
Collective 

Intelligence 
- Pragmatic - 

[20] ML Word embedding - 
Precision 83% and 

recall 85% 

[22] Naive Bayes 

Turkish Movie 

Reviews 

Emotion 

Dictionary 

Pragmatic Sensitivity 85% 

[23] Language models Word embedding cross-domain - 

[24] - WordNet lexical - 

[25] Neural Network - Linguistic - 

[26] Statistical rules - Grammar - 

[27] 
Ruled-based 

approach 
- Grammar - 

[28] morphology analyzer 
machine readable 

dictionary 
Grammar Accuracy 80% 

[29] BERT - Anaphoric Precision 60% 
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[30] 
Domain-Specific 

Corpora 
- Domain 

Precision 80% recall 

89% 

 

  

Fig. 3. Comparative State-of-Art Techniques to Resolve Ambiguity in NLP 

CURRENT RESEARCH CHALLENGES 

NLP (natural language processing) faces various challenges such as contextual words and phrases, synonym 

processing, linguistic complexity levels, homophones, irony, sarcasm, and ambiguous statements. Dealing with 

language specific to certain regions, informal phrases, idioms, and misspelled or misused words are also difficult. 

Although NLP models for commonly spoken languages are developing, rather than a specialized understanding of a 

specific language and technology, models for all individuals are still required. The automation of ambiguity detection 

is proposed as a solution, with a tool that provides trustworthy and accurate identification of ambiguities while 

explaining their causes. This tool can also be used for analyst training, time and money savings, and improved quality 

of industrial requirements engineering. Developing a pragmatic ambiguity detector faces challenges such as natural 

language understanding, domain-specific knowledge, inconsistency, annotation, evaluation, scalability, adaptability, 

and false positives. To overcome these challenges, detector should be well-trained, use NLP techniques, and have 

domain-specific expertise, evaluated and improved over time. It should also be scalable, adaptable, and minimize false 

positives. 

CONCLUSION 

This paper emphasizes the importance of recognizing pragmatic ambiguities in natural language requirements to 

ensure the overall quality and accuracy of software requirements. The paper compares various approaches for 

identifying and resolving ambiguity in natural language requirements and makes the case that improved approaches 

will be produced by further developments in NLP, ML, and AI. The purpose of the study is to determine how 

ambiguous common computer science phrases are when employed in various settings. The findings show that the 

ambiguity issues are accurately identified and resolved by the tool that was developed. The algorithm, however, only 

recognizes one sort of ambiguity and ignores other types of ambiguity, such as semantic, syntactic, lexical, or 

pragmatic ambiguity. According to the study's findings, as the field advances, ambiguity detection will play a bigger 

role in conversational systems, automated language translation, and natural language comprehension. 
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